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A B S T R A C T

Atmospheric particulate matter (PM), as a leading part of air pollution, affects health in many ways. Thus, 
identifying and quantifying the contribution of atmospheric particulate matter sources of PM is vital for 
developing effective air quality management strategies. Positive Matrix Factorization (PMF) is one of the most 
common methods for source apportionment. However, PMF has some limitations, particularly its assumption 
that each source contributes linearly. In reality, some sources may exhibit nonlinear behaviors, which can 
compromise the accuracy of source apportionment. This study introduces a Lung Performance Optimization- 
based XGBoost (LPO-XGBoost) model, which leverages adaptive optimization principles inspired by lung func-
tion to enhance classic PM source apportionment. We demonstrate the potential for efficient, real-time 
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application of the LPO-XGBoost model across 21 monitoring sites in 6 European countries. Trained and validated 
on extensive environmental datasets, the model is capable of predicting major pollution sources, including road 
traffic, biomass burning, crustal, industrial, nitrate-rich particles, sulfate-rich particles, heavy fuel oil, and sea 
salt. It outperforms other machine learning models with an overall predictive coefficient of determination (r2 =

0.88). Notably, the model performs exceptionally well in predicting sources such as sea salt (r2 
= 0.97) and 

biomass burning (r2 = 0.89), but shows lower accuracy for the sulfate-rich particles source (r2 = 0.75). 
Comparative analyses with models including Random Forest (RF), Support Vector Machine (SVM), and their 
LPO-enhanced variants confirm that LPO-XGBoost provides the most reliable performance in estimating pollu-
tion source contributions, offering scalability and robustness ideal for high-time-resolution observational data. 
This model has significant potential to support targeted air quality management strategies. Future research 
should focus on expanding key species measurements at monitoring sites, ensuring consistent temporal coverage, 
and optimizing the model for improved mixed-source predictions to strengthen its applicability in comprehensive 
urban air quality assessments.

1. Introduction

In recent years, air pollution has become a major environmental risk 
factor for human health and ranks as the fourth deadliest health risk 
worldwide, significantly contributing to the global burden of disease 
(Cohen et al., 2017; Wang et al., 2017, 2023c; Dominguez et al., 2024; 
Liu et al., 2025a,b). Among them, atmospheric particulate matter (PM), 
which is a major component of air pollution, makes a significant 
contribution through various pathways, via (a) combustion of fossil fuels 
for domestic heating, power generation, and transportation; (b) waste 
incineration in residential and municipal facilities; (c) industrial pro-
cesses; and (d) natural sources, such as sea salt, volcanic eruptions, 
windblown dust, and pollen (Kleinman et al., 1976; Nagar et al., 2014; 
Nieder et al., 2018; Tong et al., 2021; Liu et al., 2024b). Moreover, it can 
also remain suspended for longer periods in the air, which enables it to 
get involved in secondary pollution and spreads to other areas through 
horizontal transport (Chen et al., 2018). At the same time, atmospheric 
PM from specific sources have a significant effect on human health, 
especially in causing respiratory diseases (such as asthma and chronic 
obstructive pulmonary disease) and heart diseases (such as high blood 
pressure and coronary artery disease) (Croft et al., 2019; Rich et al., 
2019; Hopke et al., 2020a; Wang et al., 2023a,b). Therefore, identifying 
and quantifying pollution sources for PM are essential for developing 
effective air quality management strategies. Moreover, understanding 
the specific contributions of different sources not only facilitates the 
design of targeted interventions but also plays a crucial role in safe-
guarding the health of inhabited environments (Jafari et al., 2021).

Identifying multiple potential contributors to atmospheric particle 
pollution is a critical step toward achieving comprehensive source 
apportionment, with source apportionment methods playing an essen-
tial role in this process (Balachandran et al., 2013; Alias et al., 2020). 
Receptor models, which are well-established tools for source appor-
tionment, are extensively employed to identify source categories and 
quantify contributions based on the chemical composition of pollutants 
collected at receptor sites (Hopke, 2016; Hopke et al., 2020a). These 
models rely exclusively on observational data for source apportionment, 
eliminating the need for emission inventories or complex transport 
models, thus making them highly valued in atmospheric research (Belis 
et al., 2013). Frequently applied receptor models include Positive Matrix 
Factorization (PMF) (Paatero et al., 1994), and Chemical Mass Balance 
(CMB) (Miller et al., 1972). Among these receptor models, PMF is one of 
the most widely adopted methods (Hopke, 2016; Wen et al., 2016; Dai 
et al., 2020; De Angelis et al., 2020; Gao et al., 2021), which has been 
successfully applied to many areas with different characteristics (Querol 
et al., 2001; Kim et al., 2003; Moon et al., 2008; Cohen et al., 2009; 
Amato et al., 2015; Liang et al., 2016; Manousakas et al., 2017; Borlaza 
et al., 2020; Mardoñez et al., 2023). However, the current PMF software 
(EPA PMF 5.0) has several limitations, such as the need for manual 
parameter settings. Users with different levels of experience may 
introduce subjectivity, leading to discrepancies in the results of PMF 
source apportionment. Therefore, after obtaining accurate pollution 

source contributions for a specific region using PMF, how to better apply 
these results for long-term pollution source prediction without manual 
intervention is an urgent issue that needs to be addressed (Zhang et al., 
2019; Wang et al., 2022; Xu et al., 2023).

Recently, machine learning techniques have gained increasing in-
terest in atmospheric science due to their strong performance in several 
key areas, including automatic parameter selection, model optimization, 
large-scale data handling, superior predictive accuracy, and robust 
generalization (Liang et al., 2020; Yang et al., 2020; Peng et al., 2024). 
For instance, the Extreme Gradient Boosting (XGBoost) model demon-
strated high predictive accuracy in estimating PM2.5 and PM10 concen-
trations, achieving r2 values exceeding 0.9 (Pan, 2018; Zhong et al., 
2022). This model outperformed other approaches, such as Random 
Forest (RF), Support Vector Machine (SVM), and Decision Tree 
Regression (DTR), and effectively mitigated overfitting. Additionally, 
XGBoost has demonstrated exceptional performance on large-scale 
population distribution mapping datasets, achieving the highest r2 

value (r2 = 0.8) along with the lowest RMSE and MAE, showcasing its 
superior predictive capability. This dataset includes multiple variables 
such as geographic, geospatial big data, remote sensing data, and 
building data. Compared to other models, XGBoost outperforms in terms 
of accuracy and reliability (Zhao et al., 2021). Therefore, integrating 
machine learning methods (such as XGBoost), known for their robust 
performance in predicting large-scale datasets, with PMF may offer a 
potential solution to address PMF’s limitations in processing large-scale 
atmospheric outdoor data.

This study intend to demonstrated the capability of coupling 
XGBoost and PMF in order to predicts large-scale outdoor pollution 
source apportionment through the following steps: (i) conducting 
detailed source apportionment using offline speciation data of PM10 
from 21 monitoring stations across 6 European countries, applying the 
PMF method with repeated validations to ensure the reliability of the 
results; (ii) integrating XGBoost with the Lung Performance Optimiza-
tion (LPO) algorithm (Ghasemi et al., 2024) to predict results from PMF 
source apportionment and using SHapley Additive exPlanations (SHAP) 
values to assess the contributions of the most relevant species for each 
pollution source; (iii) analyzing the performance of this model and 
comparing it with other models, such as SVM and RF, to evaluate its 
effectiveness. This analysis aims to identify the driving factors behind 
pollution sources, providing critical insights to develop more targeted 
and effective air quality management strategies.

2. Methodology

2.1. Offline chemical speciation data in PM10

This study used a large dataset of concentration data from 21 air 
quality super monitoring sites. The data span from 2013 to 2021, with 
each site having at least one year of data to ensure the representative-
ness of the sites. The time resolution of PM sample collection is an 
average of one sample every three days. In detail, a total of 3112 daily 
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samples are obtained from a distribution of seven countries: France (5 
sites), Greece (1 site), Italy (2 sites), Portugal (3 sites), Spain (5 sites), 
and Switzerland (5 sites) (Fig. S1 & Table S1).

A total of thirty-two parameters were selected from the PM10 mea-
surements at most sites, which including organic carbon (OC) and 
elemental carbon (EC), 21 metal elements (Al, Ca, Fe, Ti, K, Mg, As, Se, 
Cd, Mn, V, Ni, Cr, Pb, Ba, Cu, Sb, Sn, Zn, Rb, Na), 8 water-soluble ions 
(Ca2+, K+, Mg2+, SO4

2− , NO3
− , NH4

+, Na+, Cl− ), and levoglucosan (LGA). 
When the monitoring metrics at the site simultaneously include Ca or 
Ca2+, K or K+,and Mg or Mg2+, only the elements Ca, K, and Mg were 
used as inputs to the source apportionment model. The OC and EC were 
measured by a thermal-optical method using the EUSAAR_2 protocol 
(Cavalli et al., 2010). Metal elements were analyzed via inductively 
coupled plasma-mass spectrometry (ICP-MS), Proton induced X-ray 
emission (PIXE), and X-ray fluorescence (XRF) techniques. 
Water-soluble ions were quantified via ion chromatography (IC), while 
levoglucosan was measured using gas chromatography-mass spectrom-
etry (GC-MS). The levoglucosan data from France were obtained by High 
Performance Liquid Chromatography with Pulsed Amperometric 
Detection (HPLC-PAD) (Glojek et al., 2024; Liu et al., 2024c).

2.2. PMF

The PMF receptor model, used for source apportionment, is a factor 
analysis-based approach that decomposes the original data matrix X into 
two separate matrices: the source contribution matrix G and the source 
profile matrix F. This can be mathematically expressed as follows 
(Paatero et al., 1994; Paatero et al., 2014): 

xij =
∑P

K=1
gikfkj + eij 

where xi is the concentration of jth species measured in the ith sample 
(time), p stands for the number of factors, the factor profile fkj is the 
concentration of jth species from the kth source, and the factor time 
series gik is the contribution of the kth source to the ith sample (time), 
while the residual matrix eij represents the error of jth species measured 
in ith sample (time).

The optimal solution for source apportionment was based on the 
following diagnostic parameters: S/N, Qrobust, Qtrue/Qexp, residual dis-
tribution at scaled residuals, G-space plots, interpretability of the factor 
profiles, and the seasonality of source contributions, and Pearson’s 
correlation coefficients between input variables and reconstructed ones. 
For S/N, thresholds were categorized as “strong” (S/N > 1), “weak” (0.5 
≤ S/N ≤ 1), and “bad” (S/N < 0.5). The r2 values were classified as 
“strong” (r2 > 0.6) or “weak” (0.2 ≤ r2 ≤ 0.6). When a species was 
critical for identifying a specific source, S/N thresholds were reeval-
uated (e.g., reclassifying “weak” or “bad” as “strong”). Conversely, 
species with significant relative contributions but lower importance to 
source identification were adjusted to “weak” or “bad.” The ratio of 
Qtrue/Qrobust was analyzed for trends, with plateaus indicating the 
optimal range for the number of factors. Within this range, additional 
evaluation of source profiles and matrices determined the final solution.

Other diagnostic parameters, including the distribution of scaled 
residuals, G-space plots, the interpretability of factor profiles, and the 
reasonableness of temporal variations in source contributions, were also 
used to identify the optimal solution. The final solutions integrated these 
diagnostic parameters with DISP and bootstrap analysis (Paatero et al., 
2013) to verify their robustness. No factor swaps were observed within 
the allowed dQmax range, and bootstrap simulations consistently 
demonstrated strong correlations with the baseline factors. The inter-
pretation of potential sources was informed by both seasonal patterns 
and geochemical factors (Brown et al., 2015). This methodology ensured 
that the PMF analyses remained reliable, providing solutions that 
accurately reflected source contributions across the various monitoring 
sites. Based on these diagnostic parameters, PMF was applied 

individually at each site to identify PM sources, as it is capable of 
handling complex datasets and resolving multiple sources without 
requiring prior information about the sources (Querol et al., 2001; Kim 
et al., 2004; Amato et al., 2015; Liang et al., 2016; Weber et al., 2019; 
Hopke et al., 2020b).

2.3. Machine learning model: Extreme Gradient Boosting

Supervised learning is a machine learning approach where models 
learn from labelled data to predict unseen examples (Cunningham et al., 
2008). XGBoost, as a popular machine learning library, demonstrates 
superior performance in supervised learning tasks through its gradient 
boosting algorithms (Chen et al., 2016). It is recognized for its scalability 
and efficiency. The gradient boosting method iteratively builds decision 
trees, where each new tree corrects the residual errors made by the 
previous trees, thereby minimizing the loss function and improving 
predictive accuracy. The gradient boosting method iteratively trains 
decision trees using input data, reducing the loss function and improving 
predictive accuracy. Initially, the mean of the target values is deter-
mined, followed by the calculation of residuals for each training data 
point as the preliminary predictions (Zhu et al., 2021). To prevent 
overfitting, an "early stopping round" parameter is applied to ensure that 
the model’s iterations cease when no further improvements, such as 
reduced error, are achieved (Karimi et al., 2023).

In model construction and training, XGBoost enhances performance 
and processing capabilities through efficient feature layout and opti-
mization techniques (Chen et al., 2016). During the feature layout 
transformation process, XGBoost organizes the feature values along with 
their gradient statistics. These statistics are used to efficiently identify 
the optimal split points during training (Fig. 1). The gradient statistics 
correspond to the sum of gradients for potential splits, which are crucial 
for determining the split that minimizes the loss function. In this study, 
each "feature value" represents the concentration of a specific observa-
tional species at a given time point. In the feature layout transformation 
process, each feature value is stored along with its corresponding 
gradient statistics, significantly accelerating the identification of split 
points during training (Fig. 1). Notably, it does not directly store missing 
values; instead, it maps feature values to instance indices via pointers, 
enabling the efficient handling of sparse data. Since feature columns are 
pre-sorted, it performs linear scans through cumulative gradient statis-
tics to identify the optimal split point. These gradient statistics represent 
the sums of gradients for the left and right subtrees, which are critical for 
determining the split point that minimizes the loss function. By 
pre-sorting feature columns, it efficiently executes linear scans to 
quickly identify the optimal split point.

Hyperparameter tuning is crucial for optimizing model performance, 
as efficiently exploring hyperparameter configurations can significantly 
impact prediction accuracy. This is particularly effective in tuning the 
hyperparameters of complex models like XGBoost (Chen et al., 2016; 
Satpathy et al., 2024). Furthermore, in this study, the LPO algorithm is 
adopted to optimize the hyperparameters of the XGBoost model. LPO is 
an innovative approach that efficiently explores various hyperparameter 
combinations to determine the optimal configuration. For further details 
on the LPO algorithm, please refer to the supplementary materials.

2.4. Evaluation of model performance

In this study, the XGBoost model was employed to predict PM source 
contribution, with various evaluation metrics used to validate its per-
formance. Our dataset uses the concentrations of 32 observational spe-
cies as independent variables, with the concentration contributions of 
each pollution source for each sample derived from PMF as the depen-
dent variables. Each pollution source is assigned a label, and the samples 
are categorized based on these labels. This allows the model to train and 
evaluate on data from different pollution sources, enabling it to learn the 
relationship between each observational species and each pollution 
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source through these samples. Our dataset were divided into training 
and test sets with three different ratios, namely 6:4, 7:3, and 8:2, to 
compare the performance of the models trained under each ratio. The 
results indicated that the optimal ratio was 8:2 (Table S2). Model per-
formance was assessed through ten-fold cross-validation. In each itera-
tion of the cross-validation process, the dataset was randomly divided 
into 10 folds. The model was trained on 9 of the folds (training set) and 
tested on the remaining 1-fold (test set). This process was repeated 10 
times, with each subset serving as the test set once. Evaluation metrics, 
including the coefficient of determination (r2), normalized root mean 
square error (RMSE), and normalized mean absolute error (MAE), were 
used to comprehensively assess the model’s predictive accuracy and 
robustness. Normalized RMSE and normalized MAE are commonly used 
metrics for assessing model prediction performance. By comparing the 
errors to the data range, they eliminate the scale differences caused by 
units. These normalized metrics provide a unified evaluation approach, 
making comparisons between different models more intuitive (Willmott, 
1982; Hyndman et al., 2006).

Furthermore, SVM have demonstrated strong generalization capa-
bilities in numerous studies, making them particularly suitable for short- 
term air quality forecasting (Lei et al., 2023). RF models utilizing 
multi-source remote sensing data have also achieved high accuracy in 
predicting PM2.5 concentrations (Zhong et al., 2022). Therefore, this 
study additionally employs SVM and RF for comparison with XGBoost to 
validate the performance of the XGBoost model. The techniques and 
parameters used for the SVM and RF models, along with their specific 
settings and configurations, are provided in the Supporting Information.

2.5. Interpreting LPO-XGBoost model with SHAP method

This study employs SHAP values to analyze the model. SHAP values, 
based on the concept of Shapley values, assign importance by quanti-
fying the marginal contribution of each feature (Lundberg et al., 2017). 
In this study, SHAP values are used to quantify the predictive contri-
bution of each observational species to each pollution source, rather 
than directly reflecting the mass contribution of the sources to the total 
PM mass. In this way, SHAP values help us understand the importance of 
each feature in the model’s predictions and its impact. These values are 
used to explain the output of the LPO-XGBoost model and identify the 
relationships between features and pollutant concentrations, thereby 
providing deeper insights into the model’s behavior and predictive logic 
(Lundberg et al., 2018). This approach enhances the interpretability of 
the model and offers essential data support and theoretical insights for 
developing more precise air quality management strategies.

3. Results and discussion

3.1. Source apportionment of PM10 in Europe

PMF was initially used to profile the PM10 sources at 21 monitoring 
sites across 6 countries (Table 1, Figs. S2 and S3). A total of 8 sources 
were identified, including road traffic (21 sites), biomass burning (20 
sites), crustal (21 sites), industrial (8 sites), nitrate-rich particles (15 
sites), sulfate-rich particles (16 sites), heavy oil combustion (10 sites), 
and sea salt (6 sites). For a detailed analysis of the source contributions 
obtained from PMF at these sites, please refer to the article Source 

Fig. 1. Efficient feature layout transformation and split point calculation in XGBoost.

Table 1 
Source contributions of different pollution types across monitoring sites.

Site Road traffic Biomass burning Crustal Industrial Nitrate-rich particles Sulfate-rich particles Heavy oil combustion Sea salt

BAS_UB 13 % 12 % 12 % – 31 % 32 % – –
BCN_UB 21 % – 13 % 11 % – 24 % 10 % 21 %
CA_UB 28 % 40 % 6 % – 10 % 16 % – –
COIM_UB 29 % 34 % 4 % – 19 % – 14 % –
FLO_UB 20 % 33 % 7 % – 15 % 18 % – 7 %
GRA_UB 22 % 25 % 14 % 3 % – 21 % 15 % –
GRE-fr_UB 25 % 18 % 8 % 5 % 20 % 24 % – –
LEN_UB 8 % 16 % 5 % 7 % 41 % 20 % 3 % –
MAG_UB 5 % 32 % 15 % – 22 % 26 % – –
MRS-LCP_UB 33 % 20 % 16 % – – 21 % 10 % –
MRS-AIX_UB 32 % 21 % 7 % 3 % – 25 % 12 % –
PAY_UB 41 % 8 % 15 % – 31 % 5 % – –
ZUR_UB 16 % 10 % 6 % – 32 % 36 % – –
BER_TR 13 % 29 % 9 % – 24 % 25 % – –
COIM_TR 27 % 33 % 9 % 14 % – 17 % – –
MAD-EA_TR 9 % 30 % 17 % – 11 % 13 % 15 % 5 %
PORT_TR 33 % 21 % 16 % – 15 % – – 15 %
BAI_UI 27 % 35 % 25 % 8 % – – 5 % –
GIJ_UI 18 % 17 % 33 % – 16 % – 3 % 13 %
DEM_SUB 5 % 23 % 12 % – 35 % – 8 % 17 %
GRE-vif_SUB 20 % 25 % 6 % 2 % 22 % 25 % – –

Note:‘-’ represents the absence of the certain source.
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apportionment of atmospheric pollutants based on the offline data in 
pan-European urban atmosphere (Liu et al., 2025b).

Road traffic sources contributed to all monitoring sites, having a 
relatively strong impact on PM10 concentrations at most sites. However, 
contributions at PAY_UB, MRS-LCP_UB, and PORT_TR exceeded 30 %, 
showing that high traffic density could significantly raise PM10 con-
centrations in these areas. In contrast, at sites like MAG_UB, LEN_UB, 
and DEM_SUB, traffic-related contributions were below 10 %, possibly 
due to fewer vehicles or effective pollution control measures.

Biomass burning is an important source of air pollution at all 
monitoring sites except for BCN_UB, with its contribution higher than 
30 % for certain stations like CA_UB, BAI_UI, and COIM_UB, showing 
that biomass combustion plays a big role in the air quality in those re-
gions (Table 1). On the other hand, ZUR_UB and PAY_UB show little 
biomass burning contribution, at 10 % and 8 %, respectively, or only a 
small part of the area was affected by this combustion source, reflecting 
fewer occurrences or better control in these areas.

Crustal sources caused pollution at all monitoring sites, with 
contribution rates ranging from 4 % to 33 % (Table 1). Notably, the 
GIJ_UI site showed a large 33 % contribution, highlighting the need for 
targeted strategies to reduce crustal source pollution.

Industrial sources contributed relatively little overall, with contri-
butions exceeding 10 % only at COIM_TR and BCN_UB, showing a direct 
link between these areas and industrial activities. At sites with lower 
industrial emissions, such as GRE-fr_UB and GRE-vif_SUB, the contri-
bution from industrial sources is less than 5 % (Table 1).

Nitrate-rich particles sources show varying contributions across 
different sites, including GRE-fr_UB, GRE-vif_SUB, LEN_UB, DEM_SUB, 
FLO_UB, COIM_UB, MAD-EA_TR, MAD-EV_UB, BAS_UB, BER_TR, 
MAG_UB, PAY_UB, and ZUR_UB, with contributions ranging from 11 % 
to 41 % (Table 1). Notably, nitrate-rich particles contributions at 
LEN_UB, DEM_SUB, BAS_UB, PAY_UB, and ZUR_UB exceed 30 %.

Sulfate-rich particles sources were observed at sites such as GRE- 
fr_UB, LEN_UB, MRS-AIX_UB, CA_UB, COIM_TR, PORT_TR, BCN_UB, 
GIJ_UI, BAS_UB, BER_TR, MAG_UB, and PAY_UB, with their contribu-
tions ranging from 5 % to 32 % (Table 1). Most of these sites have 
contributions in the range of 15 %–26 %, showing moderate pollution 
levels.

Heavy oil combustion sources were more important in GRA_UB and 
COIM_UB than other materials at port-adjacent sites, with contributions 
of 15 % and 14 %, respectively (Table 1). This shows that shipping 
emissions play a significant role in the level of air pollution in these 
coastal cities (Toscano, 2023).

Sea salt was another important source of PM10, found at locations 
like BCN_UB, DEM_SUB, FLO_UB, GJ_UI, MAD-EA_TR, and PORT_TR, 
with contributions ranging from 5 % to 21 % (Table 1). Among these 
coastal sites, BCN_UB, PORT_TR, DEM_SUB, and GIJ_UI show particu-
larly high contributions, each above 10 %.

Therefore, different pollution sources affect air quality in various 
ways, and their impact varies across regions, environmental conditions, 
and human activities. In some areas, biomass burning and surface dust 
are the primary sources of pollution, while in other regions, road traffic, 
industrial activities, and shipping have a greater impact on air quality.

3.2. Performance comparison among models

In this section, we compare the predictive performance of the SVM, 
RF, and XGBoost models, along with their versions optimized using the 
LPO parameter adjustment algorithm (LPO-SVM, LPO-RF, and LPO- 
XGBoost), across different pollution sources through 10-fold cross- 
validation.

For example, in the case of crustal source prediction, the standard RF 
model achieved an r2 of 0.78, normalized RMSE of 0.061 and normal-
ized MAE of 0.031. The XGBoost model showed better performance with 
an r2 of 0.84, normalized RMSE of 0.052, and normalized MAE of 0.025. 
In contrast, the SVM model only achieved an r2 of 0.56, with normalized 

RMSE of 0.087 and normalized MAE of 0.045 (Fig. 2). After applying 
LPO optimization, the RF model’s performance improved significantly, 
with r2 increasing to 0.83, normalized RMSE decreasing to 0.054, and 
normalized MAE dropping to 0.028. The XGBoost model also showed 
improvement, with r2 rising to 0.87, normalized RMSE dropping to 
0.047, and normalized MAE remaining at 0.026. Only the SVM model 
exhibited a slight decline, with r2 dropping to 0.30, normalized RMSE at 
0.111, and normalized MAE at 0.054 (Fig. 2). Additional performance 
statistics for the models are provided in Table S3. Overall, LPO-XGBoost 
demonstrated excellent performance in predicting emissions from 
biomass burning, crustal, heavy oil combustion, industrial, road traffic, 
nitrate-rich particles, sulfate-rich particles, and sea salt. Although LPO- 
XGBoost slightly underperformed compared to RF and XGBoost in pre-
dicting heavy oil combustion sources, it achieved the highest r2 of 0.88 
in total prediction performance, surpassing all other models (Fig. 2). The 
overall predictive performance is calculated by combining the predicted 
values and true values for all pollution sources. This method provides a 
more comprehensive assessment of the model’s overall performance in 
predicting multiple pollution sources, thereby avoiding bias from the 
results of a single pollution source. The performance of each machine 
learning model varies across different pollution sources because, in this 
study, a separate machine learning model was trained for each pollution 
source. The relationships between different pollution sources and 
various species differ, and the concentration contributions of each 
pollution source, as determined by PMF analysis, also vary. These factors 
ultimately contribute to the differences observed in the model’s training 
performance.

The exceptional performance of LPO-XGBoost can be attributed to 
XGBoost’s inherent strength in handling large datasets (Chen et al., 
2016). When combined with the LPO parameter optimization algorithm, 
the model benefits from local parameter adjustments that further 
improve its fitting ability and predictive efficiency. In contrast, both 
SVM and LPO-SVM exhibited poorer performance (Fig. 2 & Table S3), 
likely due to the inherent limitations of SVM in managing 
high-dimensional data, especially in the presence of complex nonlinear 
relationships (Cervantes et al., 2020).

Therefore, based on the above comparisons, LPO-XGBoost is estab-
lished as an innovative model that has been demonstrated to be an 
outstanding solution for addressing the challenges associated with 
complex pollution source predictions, solidifying its position as the 
optimal model for such tasks. And the analysis of each pollution source 

Fig. 2. The r2 results of 10-fold cross-validation for different models under 
various pollution sources.
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in the following sections will be based on the experimental results of 
LPO-XGBoost.

3.3. Performance analysis of LPO-XGBoost model

Fig. 3 shows the predictive performance of the LPO-XGBoost model 
for each pollution source, where scatter plots compare the predicted 
values with the actual values obtained by PMF. Each subplot corre-
sponds to a specific pollution source, clearly demonstrating the model’s 
ability to capture the complexity of various sources and its predictive 
accuracy. The majority of predicted values align closely with the 1:1 line 
(red line in the figure), indicating the model’s ability to accurately 
predict the PMF results on the test set.

To further evaluate the performance of the LPO-XGBoost model, 
SHAP values were applied to explain the characteristic species of each 
pollution source. This approach helps identify the contribution of indi-
vidual chemical species to the model’s predictions. The results are 
shown in Fig. 4, where red dots represent samples with higher feature 
values, and blue dots represent samples with lower feature values. The 
gradient between these colors illustrates the varying impacts of feature 
values, where higher feature values (red) have a larger influence, and 
lower feature values (blue) have a smaller impact. The vertical axis is 
ordered by descending importance of the related species or elements. 
Features closer to the top generally have a greater contribution to the 
model’s output, emphasizing their significance in shaping the prediction 
results. The X-axis represents SHAP values, which quantify the impact of 
individual attributes on the model’s predictions. Positive values indicate 
that the attribute’s value increases the prediction, while negative values 
indicate that the attribute’s value decreases the prediction. SHAP anal-
ysis assigns a SHAP value to each sample. Negative values may arise 
because certain attributes are negatively correlated with the target 
variable or serve to reduce the prediction for specific samples, leading to 
negative adjustments.

The following discussion of the SHAP values obtained for each factor 
is compared to the results on the composition of the chemical profiles 
obtained by the PMF, in order to evaluate the consistency of the two 
approaches.

The r2 value for road traffic sources is 0.80 (Fig. 3a), with key 
characteristic species including EC, Ca2+, Fe, Cr, Sn, and Cu (Fig. 4a), 
which closely align with the results obtained from PMF analysis 
(Fig. S3). For biomass burning, the r2 reaches 0.89, indicating that the 
model performs well in predicting this pollution source, with predicted 
values closely matching the true values (Fig. 3b). The primary 

characteristic species identified through SHAP analysis include OC, 
LGA, K, EC, and K+, with OC and LGA having the highest SHAP values 
(Fig. 4b), indicating that these two substances contribute the most to the 
prediction of biomass burning sources (Liu et al., 2023). Similarly, the 
source apportionment results obtained through PMF primarily identify 
OC, EC, K+/K, and LGA as key markers (Fig. S3). For crustal sources, the 
r2 on the test set reaches 0.87 (Fig. 3c), with SHAP analysis identifying 
the primary characteristic species as Al, Ti, Fe, and Ca2+, with Al and Ti 
having the highest SHAP values (Fig. 4a). PMF source apportionment 
results also show that Al, Ti, V, Ca2+/Ca, Fe, and Mg2+/Mg contribute 
most significantly to crustal sources (Fig. S3). For industrial sources, the 
r2 value is 0.82 (Fig. 3d), with the primary characteristic species iden-
tified through SHAP analysis including NH4

+, Cr, NO3
− , Zn, Rb, Ba, Mg, 

and Pb (Fig. 4d). In contrast, PMF analysis identifies Ni, Cr, Zn, Pb, and 
Mn as the key species (Fig. S3). The presence of numerous marker ele-
ments is attributed to the diversity of industrial sectors across different 
monitoring sites, leading to variations in the markers (Rodríguez et al., 
2004; Amatoa et al., 2014; Minguillón et al., 2014).

The LPO-XGBoost model achieved an r2 value of 0.89 for predicting 
the nitrate-rich particle source (Fig. 3e), with NO3- and NH4

+ having the 
highest SHAP values (Fig. 4g), which is consistent with the results ob-
tained from PMF analysis (Fig. S3). However, for the sulfate-rich particle 
source, the r2 is the lowest among all sources at 0.75 (Fig. 3f). The 
sulfate-rich source includes both primary and secondary sulfates 
(Fig. S3). Secondary sulfates are typically associated with NH4

+ and SO4
2−

(Cheng et al., 2016; Wang et al., 2016, 2018, 2023b; Liu et al., 2024a), 
which is reflected in their higher SHAP values (Fig. 4h). Primary sulfates 
may originate from coal and oil combustion, which generates elements 
such as Se, As, Pb, V, Ni, and OC (Jafarinejad, 2016; Pokorná et al., 
2018), or from dust and mineral particles (Tang et al., 2019; Wu et al., 
2020). However, SHAP analysis shows that elements from mixed sources 
such as Se, As, Pb, V, Ni, and OC contribute minimally (Fig. 4h). This 
result suggests that the LPO-XGBoost model struggles to capture the 
complex impacts of mixed and aged sources, such as those from coal and 
oil combustion, leading to reduced prediction accuracy.

The r2 value for the heavy oil combustion source is 0.80 (Fig. 3g), 
with the primary characteristic species identified through SHAP analysis 
being V and Ni (Fig. 4c), which are typical markers for this source 
(Fig. S3). The r2 value for sea salt sources is 0.97 (Fig. 3h), showing the 
highest predictive accuracy among all pollution sources. The SHAP 
values for Na and Na+ are the highest, followed by Mg and Cl− (Fig. 4f). 
In the PMF analysis, the primary characteristic species for sea salt 
sources are Na+/Na and Cl− /Cl, consistent with existing literature 

Fig. 3. Scatter plot comparing predicted and true values for each pollution source using the LPO-XGBoost model on the test set: (a) Road traffic, (b) Biomass burning, 
(c) Crustal, (d) Industrial, (e) nitrate-rich particles, (f) Sulfate-rich particles, (g) Heavy oil combustion and (h) Sea salt.
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(Aldabe et al., 2011). Therefore, the LPO-XGBoost model accurately 
captures the characteristic species of these sources.

3.4. Limitations

Although the dataset spans 2013 to 2021, each monitoring site lacks 
data for every year within this period, with combined data from all sites 
covering the entire timeframe (Table S4). This lack of data continuity 
may introduce a degree of bias when predicting trends over extended 
time scales. Despite the lack of continuity in the temporal scale of the 
data, LPO-XGBoost achieved an r2 of 0.88 for overall prediction per-
formance. With improved temporal continuity in the data, the model’s 
performance is expected to further improve. To minimize the impact of 
limited data coverage, the XGBoost model used demonstrates robust 
predictive accuracy even under conditions of limited data coverage. 
However, we still need to measure the concentration data for each in-
dicator. However, if the pollution sources in the region remain stable 
over the long term, PMF analysis may no longer be necessary, as our 
model can be directly applied for prediction, enabling faster source 

apportionment results. This capability is attributed to its tree-based 
ensemble learning structure, which effectively captures complex re-
lationships within sparse data (Zhu et al., 2021).

Additionally, the monitoring data in this study were collected from 
multiple sites across different countries. While most monitoring sites 
measured the same species, some sites may lack data for certain key 
species (Table S5). This inconsistency could introduce significant errors 
in the model’s predictions at sites where critical species data are missing. 
For instance, at the coastal site MRS-LCP_UB, the sea salt source was not 
identified due to the absence of key species associated with sea salt, such 
as Na/Na+ and Cl/Cl− ions, in the source apportionment analysis. The 
PMF indicates, in the process of source apportionment, that different 
pollution sources have varying dependencies on specific species, and the 
absence of these key species may impact the LPO-XGBoost’s accuracy in 
identifying certain pollution sources. This issue is especially pronounced 
at sites with sparse species measurements, where the model may exhibit 
prediction bias. This limitation suggests that future work could focus on 
standardizing or supplementing monitoring data to improve the 
coverage of key species, thereby enhancing the model’s applicability 

Fig. 4. SHAP value distribution for different pollution sources using the LPO-XGBoost model: (a) Road traffic, (b) Biomass burning, (c) Crustal, (d) Industrial, (e) 
Nitrate-rich particles, (f) Sulfate-rich particles (g) Heavy oil combustion, and (h) Sea salt.
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across all monitoring sites. It is also worth noting that in this study, the 
concentration contribution data for each pollution source were derived 
by integrating the individual PMF analysis results from each site. This 
approach was chosen because the PMF results from a single site provide 
more precise estimates compared to a combined analysis of all sites. 
Furthermore, a separate LPO-XGBoost model was trained for each 
pollution source to ensure that the model could more accurately learn 
the specific characteristics and differences of the PMF results from each 
site, thus improving prediction accuracy and enhancing the model’s 
generalization capability.

Furthermore, according to the results presented in Section 3.3, 
although the LPO-XGBoost model performs strongly in predicting 
various pollution sources, its accuracy is notably lower for specific types 
of sources, such as industrial sources and sulfate-enriched sources. SHAP 
analysis reveals that some feature species contribute minimally to these 
pollution sources, which may stem from the model’s limited ability to 
analyze complex mixed pollution from multiple sources. However, the 
current selection of chemical species used as input data species may not 
effectively capture the characteristics of these mixed sources. This issue 
is also related to the fact that PMF, in some cases, may produce mixed 
factors, a phenomenon that can arise due to various reasons, such as the 
number of samples and species used in the analysis. This could explain 
why sulfate-enriched sources include components from secondary 
organic aerosols and other sources emissions, which in turn results in 
slightly lower performance of the LPO-XGBoost model when predicting 
these sources. This limitation suggests that future research should focus 
on incorporating additional key species and optimizing the model’s 
ability to identify mixed sources, thereby improving its overall predic-
tive performance and ability to differentiate between pollution sources. 
Additionally, apart from the existing pollution sources, local activities 
such as off-road traffic, generators, and construction machinery also 
play a significant role in PM10 emissions. These activities are particu-
larly prevalent in urban development areas but have not been 
adequately considered in the current study. Future research should 
incorporate these activities into the analysis.

4. Conclusions and outlooks

This study uses results from a large PMF analysis of the composition 
and contributions of pollution sources at 21 monitoring sites across 6 
European countries, including road traffic, biomass burning, crustal, 
industrial, nitrate-rich particles, sulfate-rich particles, heavy oil com-
bustion, and sea salt. The contributions of these sources varied due to 
differences in geographic and environmental conditions and human 
activities.

In order to develop near-real-time source apportionment results 
quickly and accurately without manual intervention, we explored ma-
chine learning methods based on a large set of prior results to predict 
pollution source contributions, including XGBoost, RF, and SVM, along 
with their LPO-enhanced variants. We ultimately selected the LPO- 
XGBoost model, which, after training with pollution source concentra-
tion contribution samples derived from PMF analysis, achieved an 
overall averaged r2 of 0.88 for the contribution of all sources across all 
sites, based on a comparison between PMF results and the test set 
samples. A separate model was trained for each pollution source. The r2 

values for all sources were greater than or equal to 0.75. Compared with 
other machine learning models, including RF, SVM, and their LPO- 
enhanced variants, the LPO-XGBoost model demonstrates the best 
overall predictive performance, indicating its particular suitability for 
complex data and large-scale pollution source apportionment.

Future research is expected in order to enhance and test the model 
capabilities, for example withcollecting data with broader temporal 
coverage and ensuring consistent measurement of key speciesacross all 
monitoring sites. For instance, the inclusion of key species data for 
sulfate-rich particle sources.particularly those associated with other 
pollutants such as coal and oil combustion, should be 

consideredAddressing issues related to site data continuity and species 
variability will also further enhance themodel’s prediction accuracy. 
Additionally, future studies will integrate the contribution of local ac-
tivities to PM10 into the existing model, thereby enhancing the 
comprehensiveness of the source apportionment analysis.
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Wang, G., Zhang, R., Gómez, M.E., Yang, L., Levy Zamora, M., Hu, M., Lin, Y., Peng, J., 
Guo, S., Meng, J., Li, J., Cheng, C., Hu, T., Ren, Y., Wang, Y., Gao, J., Cao, J., An, Z., 
Zhou, W., Li, G., Wang, J.-y., Tian, P., Marrero-Ortiz, W., Secrest, J., Du, Z., 
Zheng, J., Shang, D., Zeng, L., Shao, M., Wang, W., Huang, Y., Wang, Y., Zhu, Y., 
Li, Y., Hu, J., Pan, B., Cai, L., Cheng, Y., Ji, Y., Zhang, F., Rosenfeld, D., Liss, P.S., 
Duce, R.A., Kolb, C.E., Molina, M.J., 2016. Persistent sulfate formation from London 
fog to Chinese haze. Proc. Natl. Acad. Sci. 113, 13630–13635.

Wang, J., Wu, H., Wei, W., Xu, C., Tan, X., Wen, Y., Lin, A., 2022. Health risk assessment 
of heavy metal(loid)s in the farmland of megalopolis in China by using APCS-MLR 
and PMF receptor models: taking huairou district of beijing as an example. Sci. Total 
Environ. 835. https://doi.org/10.1016/j.scitotenv.2022.155313.

Wang, T., Liu, Y., Deng, Y., Fu, H., Zhang, L., Chen, J., 2018. The influence of 
temperature on the heterogeneous uptake of SO2 on hematite particles. Sci. Total 
Environ. 644, 1493–1502.

Wang, T., Liu, Y., Zhou, S., Wang, G., Liu, X., Wang, L., Fu, H., Chen, J., Zhang, L., 2023a. 
Key factors determining the formation of sulfate aerosols through multiphase 
chemistry—A kinetic modeling study based on beijing conditions. J. Geophys. Res. 
Atmos. 128 (20), e2022JD038382.

Wang, T., Xia, Z., Wu, M., Zhang, Q., Sun, S., Yin, J., Zhou, Y., Yang, H., 2017. Pollution 
characteristics, sources and lung cancer risk of atmospheric polycyclic aromatic 
hydrocarbons in a new urban district of nanjing, China. J. Environ. Sci. 55, 118–128.

Wang, T., Zhang, L., Zhang, P., Yu, G., Chen, C., Qin, X., Wang, G., Liu, X., Li, R., 
Zhang, L., Xia, Z., 2023b. Unveiling the pollution and risk of atmospheric (gaseous 
and particulate) polycyclic aromatic hydrocarbons (PAHs) in a heavily polluted 
Chinese city: a multi-site observation research. J. Clean. Prod. 428, 139454.

Weber, S., Salameh, D., Albinet, A., Alleman, L.Y., Waked, A., Besombes, J.L., Jacob, V., 
Guillaud, G., Meshbah, B., Rocq, B., Hulin, A., Dominik-Sègue, M., Chrétien, E., 
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